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a b s t r a c t

In this paper we present a method of hybrid predictive control (HPC) based on a fuzzy model.
The identification methodology for a nonlinear system with discrete state–space variables based on
combining fuzzy clustering and principal component analysis is proposed. The fuzzy model is used
for HPC design, where the optimization problem is solved by the use of genetic algorithms (GAs). An
illustrative experiment on a hybrid tank system is conducted to demonstrate the benefits of the proposed
approach.

© 2008 ISA. Published by Elsevier Ltd. All rights reserved.
1. Introduction

Most industrial processes contain continuous and discrete
components, for example, discrete valves, discrete pumps, on/off
switches or logical overrides. These hybrid systems can be defined
as hierarchical systems given by continuous components and/or
discrete logic [1]. The mixed continuous–discrete nature renders
it impossible for a designer to use conventional identification and
control techniques. Thus, in the case of industrial-process control
new tools for hybrid-system identification and control design need
to be developed.
Hybrid systems have received much attention from computer

science and from the control community; nevertheless, there
is as yet no general design methodology for the identification
of hybrid systems [2]. In recent years, some hybrid-fuzzy-
identification methods, based on fuzzy clustering, have been
proposed. Palm and Driankov [3] presented a hierarchical black-
box identification of the resulting fuzzy switched systems.
Girimonte and Babuška [4] described two structure-selecting
methods for nonlinearmodels withmixed discrete and continuous
inputs. However, the drawbacks of these methods are lack of
generalization and the increase in computation time resulting from
the increase in the search horizon.
Regarding hybrid predictive-control (HPC) design, Slupphaug

et al. [5,6] described a predictive controller with continuous
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and integer-input variables that is tuned using nonlinear mixed-
integer programming. They showed that it performs better than a
predictive control strategy with the separation of continuous and
integer variables. Bemporad and Morari [7] presented a predic-
tive control scheme for hybrid systems including operational con-
straints. In this case, the problem is solved using mixed-integer
quadratic programming (MIQP). Themain problemofMIQP is com-
putational complexity, which increases the time to find the solu-
tion. To reduce the computation time, Thomas et al. [8] proposed
partitioning in the state–space domain, and Potočnik et al. [9]
proposed building and pruning an evolution tree of an HPC algo-
rithm with a discrete input based on a reachability analysis. Sáez
et al. [10] and Cortés et al. [11] introduced a hybrid-predictive-
adaptive-control scheme for solving the dynamic multi-vehicle
pick-up and delivery problem.
All the previous works related to HPC are based on linear mod-

els. However, the majority of industrial processes are nonlinear in
nature. Karer et al. [12] introduced a compact formulation of a hy-
brid fuzzy model and used it for model-predictive control (MPC).
In our work we tackle the problems of nonlinearity and the hybrid
nature of the system by the inherent use of a fuzzy model in HPC.
As the optimization of the objective function in the case of the hy-
brid fuzzy-predictive control (HFPC) is a highly nonlinear problem,
the genetic optimization algorithm was employed [13]. The idea
of using genetic algorithms (GAs) in fuzzy predictive control is not
new. Vander Lee et al. [14] presented a generalized automated tun-
ing algorithm for MPCs combining GA with multi-objective fuzzy
decision-making. Na and Upadhyaya [15] applied a combination of
MPC, GA optimization and fuzzy identification to the design of the
thermoelectric power control. Sarimveis and Bafas [16] used the
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GA in fuzzy-predictive control without discrete variables to pro-
vide reasonable solutions in a reduced computation time. One of
the strong points of the approach is that the feasibility of the opti-
mization solution in each time sample is guaranteed, in contrast to
the conventional optimization techniques, which can potentially
fail due to the complexity of the optimization problem. The prob-
lem that we deal with in this paper is even more complex because
of the discrete states, so that the use of a GA is fully justified as it
reduces the computational load substantially.
The outline of the paper is as follows. In Section 2 the fuzzy

modelling, based on fuzzy clustering and principal-component
analysis (PCA), of a switching hybrid system with discrete states
is presented. In Section 3 the HFPC design based on the GA is
discussed. Section 4 gives the simulation results of the control of
a hybrid tank system, and Section 5 concludes the paper.

2. Hybrid fuzzy modelling

In the paper we deal with hybrid discrete-time models that
have mixed continuous and discrete states. We consider systems
where the continuous states remain continuous even when the
discrete states are changed. The transition of a system state occurs
when one or more continuous states satisfy the conditions defined
for each transition. This type of hybrid system is known as the
Witsenhausen type [17]. It is described in general form as

xk+1 = fqk(xk, uk)
qk = g(xk, qk−1)

(1)

where xk ∈ Rn is the state vector, uk ∈ Rm is the input vector,
and qk ∈ Q where Q = {1, . . . , s} is the switching-region state
vector. This means that the hybrid-system states are described
at any time instant by the set of states (xk, qk) in the domain
Rn × Q. In general the switching state (discrete state) qk depends
on the state xk and the previous switching state qk−1. The local
behaviour of the system is described by the function fqk , and g
is the transition function of the discrete switching-region states.
This type of system can be represented by the following two-level
fuzzy system, whichwas described by Tanaka et al. [18]. These two
levels are the switching-region level and the local-fuzzy level. The
classical form of the system is described as

xk+1 =
s∑
i=1

Ri∑
j=1

υi(qk)βij(zk)
(
aijxk + bijuk + rij

)
υi(qk) =

{
1, qk ∈ Si
0, otherwise

βij(zk) =

p∏
r=1
Aij,r(zk,r)

Ri∑
j=1

p∏
r=1
Aij,r(zk,r)

(2)

where s is the number of switching regions, ri is the number of rules
in the ith switching region Si, υi(qk) is a crisp switching-region
weighting function,which is defined by the current switching state
qk and defines the current switching region, and βj(zk) is a local
fuzzy-membership value defined by the local premise vector zk =[
zk,1 zk,2 . . . zk,p

]T, Aij,r (r = 1, . . . , p) are the local fuzzy sets, and
Aij,k(zk,j) is the membership degree of the premise variable (zk,j) to
the membership set Aij,k.
The two-level fuzzy form is very appealing in the case when the

switching regions are exactly or very precisely known. However,
we are dealing with the case where the switching regions are not
known in advance and have to be estimated from input–output
measurements. Therefore, the model will be structured as a
one-level fuzzy model with a modified membership-function
distribution. The model can be described as

xk+1 =
s·Ri∑
i=1

µi(zk) (aixk + biuk + ri)

µi(zk) =

p∏
r=1
Bi,r(zk,r)

s·Ri∑
i=1

p∏
r=1
Bi,r(zk,r)

(3)

where µi(zk) stands for the membership degree of the product
between the crisp switching-region membership value and the
local fuzzy membership value. This mixed nature of the system
behaviour requires more attention in terms of the membership-
function arrangement. The criterion for the arrangement is
based on analyzing the eigenvalues and the eigenvectors of
the covariance matrices of the clusters, obtained by clustering
algorithms. Let the centers of the clusters be vi, the eigenvalues
of the clusters be

{
λi,1, λi,2, . . . , λi,k

}
, and the eigenvectors be{

φi,1, φi,2, . . . , φi,k
}
, where the eigenvalues and the corresponding

eigenvectors are arranged in descending order of the eigenvalues,
and k denotes the dimension of the data. By analyzing the most
important eigenvectors (the principal vectors or the principal
components in which directions the most information is given),
the switching region can be detected. In its ‘‘inverse’’ form, the
criterion is known as the procedure to merge the clusters, and in
our case it can be usefully applied to detect the switching regions:

• An experiment should be designed to obtain the information
about all the possible clusters (behaviours of the system).
• The ratio between the principal-eigenvector elements is
calculated for each cluster:

di =
∣∣∣∣φi,2φi,1

∣∣∣∣ . (4)

• Consecutive ratios are compared to each other. Normally, the
increments are small. However, around the switching region
there occurs an abrupt change of ratio. These changes are
detected by a predefined limit-value test, e.g., di ≥ d.
• Around the point where an abrupt change occurs, we distribute
a designated number of membership functions. The purpose
of this is to increase the density of the membership-space
segmentation, so that the model is able to approximate the
switching effect.

3. Hybrid fuzzy predictive control based on genetic algorithms

3.1. Hybrid fuzzy predictive control

The HFPC strategy is a generalization of model-predictive
control (MPC), where the prediction model includes both dis-
crete/integer and continuous variables. Here we propose an HPC
based on a fuzzy model, described in Section 2.
In general, the HPCminimizes the following objective function:

min J = min
{u(k),u(k+1),...,u(k+Nu−1)}

(J1 + λJ2),

J1 =
Ny∑
j=N1

(
ŷ (k+ j)− r (k+ j)

)2
, J2 =

Nu∑
j=N1

∆u (k+ j− 1)2
(5)

where J is the objective function, ŷ (k+ j) corresponds to the
j-step-ahead prediction for the controlled variable, r (k+ j) is
the reference, ∆u (k+ j− 1) is the increment of the control
action, and λ is the weighting factor. N1, Ny and Nu are the



26 A. Núñez et al. / ISA Transactions 48 (2009) 24–31
prediction horizons and the control horizon, respectively. The
model predictions are given by the fuzzy model of the process, i.e.,

ŷ (k+ j) = f
(
ŷ (k+ j− 1) , . . . , u (k+ j− 1) , . . .

)
(6)

where f is the nonlinear function defined by the fuzzy model. The
optimization results in a control sequence {u(k), . . . , u(k+Nu−1)}.
As we assume that the HPC problem includes discrete input

variables, the optimization could be solved by explicitly evaluating
for all the possible feasible solutions (EE), Branch & Bound (BB) and
other algorithms [19]. Next, we will present an efficient optimizer
based on the GA in detail.

3.2. Optimization based on the genetic algorithm

The genetic algorithm is used to solve the optimization
of an objective function because it can efficiently cope with
mixed-integer nonlinear problems. Another advantage is that the
objective-function gradient does not need to be calculated, which
reduces the computational effort.
A potential solution of the genetic algorithm is called an

individual. The individual can be represented by a set of
parameters related to the genes of a chromosome and can be
described in binary or integer form. The individual represents a
possible control-action sequence

si =


ui(k)
ui(k+ 1)

...

ui(k+ Nu − 1)

 (7)

where an element ui(k+ j), j ∈ [0,Nu− 1] is a gene, i denotes the
ith individual from the population of possible individuals, and the
individual length corresponds to the control horizon Nu.
Using genetic evolution, the fittest chromosome is selected

to ensure the best offspring. The best parent genes are selected,
mixed and recombined for the production of an offspring in the
next generation. For the recombination of the genetic population,
two fundamental operators are used: crossover and mutation.
For the crossover mechanism, the portions of two chromosomes
are exchanged with a certain probability in order to produce the
offspring. The mutation operator alters each portion randomly
with a certain probability [13].
In the paper the control-law derivation will be based on the

simple genetic algorithm (SGA) [13]. We assume that the range of
the manipulated variable is [u, u], quantized by steps of size q, so
that there are q possible inputs at each time instant. Therefore, the
set of feasible control actions is

U = {u | u = n · (umax − umin)/q+ umin}, n ∈ {1, 2, . . . , q}. (8)

Furthermore, we assume the probability that two selected parent
individuals si and sl undergo a crossover is pc , and for mutation
the probability is pm. The control strategy, shown in Fig. 1, can be
represented by the following steps:
1. Set the iteration counter to 1, and initialize a randompopulation
of P individuals, i.e., create P random integer feasible solutions
of the manipulated variables for the HFPC problem. As the
control horizon is Nu, there are qNu possible individuals.

2. Evaluate the objective function (5) for all the initial individuals
of the population.

3. Select random parents from the population P (different vectors
of the future control actions).

4. Generate a random number between 0 and 1. If the number is
lower than the probability pc , choose an integer 0 < cp < Nu−1
(cp denotes the crossover point) and apply the crossover to the
selected individuals in order to generate an offspring. Fig. 2
describes the crossover operation for two individuals, si and sl,
resulting in sicross and s

l
cross.
Fig. 1. The SGA-based control strategy.

Fig. 2. Crossover of two individuals from cpth place forward.
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Fig. 3. Mutation of an individual in cmth place.

Table 1
Parameters of the two-tank model.

R1 25 cm V1 0.5 cm2/s
R2 15 cm V2 0.65 cm3/s
H1 100 cm H1min 5 cm
KCP 1 cm3/s H2min 20 cm
KONOFF1 4 cm3/s H1max 50 cm
KONOFF2 4 cm3/s H2max 90 cm

5. Generate a random number between 0 and 1. If the number is
lower than the probability pm, choose an integer 0 < cm <
Nu− 1 (cm denotes the mutation point) and apply the mutation
to the selected parent in order to generate an offspring. Select
a value uim ∈ U and replace the value in the cmth position in
the chromosome. Fig. 3 describes themutation operation for an
individual si resulting in simut .

6. Evaluate the fitness given by the objective function (5) of all the
individuals of the offspring population.

7. Select the best individuals according to the objective function.
Replace the weakest individuals from the previous generation
with the strongest individuals of the new generation.

8. If the objective-function value reaches the defined tolerance or
themaximumgeneration number is reached (stopping criteria),
then stop. In other cases, go to step 3.

The tuning parameters of the GA method are the number of
individuals, the number of generations, the crossover probability
pc , the mutation probability pm and the stopping criteria.

Remark 1. The genetic-algorithm approach in HFPC provides a
sub-optimal discrete control law close to the optimal one. When
the best solution ismaintained in the population, it was shown [20,
16] that the GA converges to the optimal solution. However, due
to the limited time between the sampling instances reaching the
global optimum is not guaranteed. Nevertheless, the probabilistic
nature of the algorithm ensures that it finds an approximately
optimal solution. In contrast to that, following the Remark 5.3
in [16], the application of traditional optimization techniques to
solve the same problem cannot guarantee even the calculation of
a feasible solution because of the complexity of the optimization
problem. Since in this case we are dealing with a complex
mixed integer and nonlinear programming (MINLP), using the GA
optimization is justified.

Remark 2. Using the GA optimization makes it easy to include
the input and output constraints in the calculation of the control
variable. The procedure is described in [16]; in general, it means a
narrowing of the space for feasible solutions in each optimization
step. However, this case is beyond the scope of this work.
Fig. 4. The tank-system plant.

4. Tank system

4.1. Process description

The behaviour of the tank system, shown in Fig. 4, is defined by
the following nonlinear differential and algebraic equations, which
define the switching regions:

dh1
dt
· π ·

R21
H21
h21 = KCP · u+ φONOFF2 −

φV1︷︸︸︷
V1h1−φONOFF1

dh2
dt
· π · R22 =

φV1︷︸︸︷
V1h1+φONOFF1 −

φV2︷︸︸︷
V2h2−φONOFF2

(9)

if (h2 ≥ H2min) and (h1 < H1max) then φONOFF2 = KONOFF2
if (h1 ≥ H1max) and (h2 < H2max) then φONOFF1 = KONOFF1 (10)

where h1 and h2 stand for the level of the liquid in the first and
the second tank, and H1min, H1max, H2min, and H2max stand for
the switching levels. The controlled variable in our case will be
the level in the first tank h1, and the manipulated variable is the
voltage of the pump at the inlet u, which has discrete levels. It is
also assumed that both levels, h1 and h2, are measured, and the
measurements are corrupted with white noise that has a variance
equal to 1. The excitation and the output signals of the plant are
shown in Figs. 5 and 6. The signals were sampled with Ts = 10 s.
Note that the rules in Eq. (10) represent the switching or hybrid
behaviour of the system. The parameters used in the model are
gathered in Table 1.

4.2. Fuzzy modelling of the hybrid system

The behaviour of the hybrid system will be modelled by the
fuzzy-model structure from (3). The design of the membership-
function distribution is the key element of the modelling
procedure. In our case it is obtained by analyzing the principal
eigenvectors of the covariance matrices of the clusters. The
clusters are obtained from the data matrix, which is composed
of measurements (the variables h1 and h2). The analysis of the
principal eigenvectors for all the clusters is presented in Fig. 7,
where the eigenvector-element ratio corresponds to its own
cluster. It is clear that around the level of h2 = 50 cm there
is an abrupt change of the eigenvector ratio. This change implies
a change in the system’s behaviour and potentially indicates
the switching region of the system. The idea is to put two
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Fig. 5. The input signal u.

Fig. 6. The output signal h1 .

membership functions around each local extremum (theminimum
and maximum of the eigenvector ratios). This is done because
the switching region cannot be exactly defined (especially in the
case of noisy data). This idea involves a tolerance band around
the switching regions. In Fig. 7 the corresponding membership
functions are also shown.
The structure of the fuzzy model follows the definition in

Eq. (3), where the variable in the premise is zk = h1,k and the
consequent vector is equal to xc =

[
h1,k uk 1

]T. The parameters of
the fuzzy model (θi = [ai bi ri]), obtained by a linear least-squares
estimation, are given in Table 2. The validation of the designed
fuzzy model is shown in Fig. 8. The proposed model gives a very
good estimation of the process output, and inherently incorporates
the hybrid (switching) nature of the system.

4.3. Hybrid predictive control based on the fuzzy model (HFPC)

The tuning parameters of the objective function in (5) are given
by N1 = 1, N = Ny = Nu = 3, and λ = 0.001. The total
computation time required for the HFPC will be evaluated using
a Intel r© Core(TM) 2 CPU, 2.40 GHz processor and 3.25 GB of RAM.
The sampling time is 10 s and the total simulation time is 6000
s. We will compare the results of the proposed method to the
results obtained by using a branch-and-bound method (HFPC-BB)
and explicit enumeration (HFPC-EE). The latter evaluates all the
feasible control actions at every instant, while the HFPC-GA and
Fig. 7. The analysis of the eigenvectors and the corresponding membership
functions.

Table 2
Parameters of the fuzzy model.

i ai bi ri

1 0.8376 0.3403 0.0386
2 0.9764 0.0522 0.0511
3 0.9873 0.0290 0.0305
4 0.9747 0.0196 0.7656
5 0.9933 0.0125 −0.0136
6 0.9946 0.0091 0.0265
7 0.9987 0.0066 −0.2163
8 1.0015 0.0045 −0.4334

Fig. 8. Validation of the fuzzy model.

HFPC-BB consider only a reduced space search. The parameters
for HFPC-GA are as follows: mutation probability pm = 0.001,
crossover probability pc = 0.7 and for the stopping criterion we
used the maximum number of generations, which we obtain by
further analyses.
Fig. 9 shows the objective function as a function of the

generation number for different numbers of individuals. Based
on this figure, 30 generations with 14 individuals are selected in
our example. Fig. 10 shows how this selection brings a tradeoff
between the computation time and the value of the objective
function. Fig. 11 presents the computation time as a function of
the number of generations for different numbers of individuals.
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Fig. 9. Evolution of the objective function.

Fig. 10. Computation time vs. the objective function.

The computation time is linearly dependent on the generation
number, and its slope increases slightly with the number of
individuals. It is clear that the time needed to calculate the solution
in each sampling time is shorter than the sampling time for all
the cases. This means that all the proposed control strategies are
suitable for real-time control in the sense of time consumption.
For 30 generations with 14 individuals, the computation time was
approximately 84.3 s (1.41% of the total simulation time), and
the calculation time during each iteration was smaller than the
sampling time.
With optimal values of 30 generation with 14 individuals, the

results of the HFPC-GA are obtained. Figs. 12 and 13 show the
controlled variable (conic tank level h1) and the manipulated
variable (discrete voltage of pump u), respectively, for the HFPC-
GA, HFPC-EE andHFPC-BB. Figs. 14 and 15 show the response detail
for 3500–5000 s.
Fig. 16 gives a comparison of mean computation times (MCT)

for all three cases, and in Table 3 the mean values of the objective
function 5, the total computation times and themean computation
times for the same simulation test are presented. In comparison
with the HFPC-EE, a 95.2% reduction in the computation time on
account of a 2.37% increase in the cost function is obtained with
the HFPC-GA. Comparing the results with the HFPC-BB, a 59.6%
reduction in the computation time brings only a 2.03% increase in
Fig. 11. Evolution of the computation time.

Fig. 12. Simulation test. Controlled-variable response.

Fig. 13. Simulation test. Manipulated variable.

the cost function. By limiting the number of computations via the
selection of the numbers of individuals and generations, we still
achieve near optimal tracking results on account of a considerable
reduction in the computational load.
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Table 3
Mean values of the objective function and the computation times.

N2 = 3, Nu = 3, λ = 0.001 J1 J2 J Total computation time (s) Mean computation time (s)

HFPC-EE 96.69 432.4 97.12 1741.7 2.898
HFPC-GA (30, 14) 98.93 488.64 99.48 84.3 0.140
HFPC-BB 97.03 427.9 97.46 208.9 0.348
Fig. 14. Simulation test. Controlled variable response. Detail of Fig. 12.

Fig. 15. Simulation test. Controlled-variable response. Detail of Fig. 13.

Fig. 16. Comparison of computation times.
Table 4
Mean values and standard deviations of |y− r| and |∆u|.

N2 = 3, Nu = 3,
λ = 0.001

Mean(|y−r|) Mean(|∆u|) Std(|y−r|) Std(|∆u|)

HFPC-EE 2.0910 7.1500 4.8468 9.7999
HFPC-GA (30, 14) 2.2161 8.5502 4.8619 9.7494
HFPC-BB 2.1113 7.1833 4.8539 9.6983

Table 4 presents the statistics for the controlled and manipu-
lated variables.

5. Conclusion

This work presents a new approach to the control of nonlinear
systems with mixed integer and continuous states and inputs.
Using a predictive strategy based on a fuzzy model, the problems
of the mixed discrete and continuous variables and nonlinearity
can be solved together. The key element of the fuzzy-model
identification in the case of hybrid systems is the detection
and estimation of the switching regions, which is realized by a
combination of fuzzy clustering and principal eigenvector analysis.
The optimization of the predictive objective function is an NP-
hard problem in the case of hybrid nonlinear systems, which
can be efficiently solved by genetic algorithms. The proposed
HFPC-GA control algorithm was successfully tested on the hybrid
tank system in terms of accuracy and computation time. In a
comparison with an optimal explicit-enumeration method and
the branch-and-bound method we showed that the proposed
method gives comparable reference-tracking results on account of
a considerable reduction of the computational load.
In summary, the main contribution of the paper is the

combination of using PCA analysis in fuzzy modelling and genetic
algorithms in obtaining the HPC law. Future work will be focused
on generalizing the methodology of fuzzy identification for hybrid
nonlinear systems. Other evolutionary algorithms such as PSO
could also be investigated. It is also planned to apply HFPC-GA to
the real-time control of a tank system.
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